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Section A 

Answer all questions in one word. 

Each question carries 1 mark. 

Name the following : 

1. The moments of a random variable X about origin. 

2. The probability distribution in which mean is equal to its variance. 

- x 
3. The distribution of 

x]. 
 v_2_  2  where Xi  N (1, 1) and X2  N (1, 1). 

Fill up the blanks : 

4. If two variables X and Y are independent, then E (XY) - 

5. The maximum height of the normal curve lies at the point 

6. The mode of the geometric distribution f (x) = (1 )x  ; x =1, 2, 	 is 	 

7. If X - N (12.5, 12.25) and Y N (8.5, 6.25), the variable X + Y is distributed as 

Write True or False : 

8. If X and Y are two random variables, then the covariance between the variables aX + b and cY + d 

is equal to covariance between X and Y. 

9. For a binomial distribution mean is always less than the variance. 

10. Convergence in probability is also known as weak convergence. 

(10 x 1 = 10 marks) 

Turn over 
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Section B 

Answer all questions in one sentence each. 

Each question carries 2 marks. 

11. Define variance of a random variable. 

12. Give the properties of characteristic function. 

13. Define conditional expectation. 

14. Define joint central moments for the bivariate distribution. 

15. Define negative binomial distribution. 
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16. If a random variable X - N (40, 52 ) , find P (45 5. X 50). 

17. Define weak convergence. 

(7 x 2 = 14 marks) 

Section C 

Answer any three questions. 

Each question carries 4 marks. 

18. Define moment generating function of a random variable. Prove that it does not exist always. 

19. Give the properties of normal distribution. 

20. If X and Y are independent Poisson variates, show that the conditional distribution of (X1 X + Y) 

is binomial. 

21. State the weak law of large numbers and central limit theorem. 

22. If E (X) = 5, V (X) = 3 and if P [IX - 51< hi 0.99, find the value of h. 

(3 x 4 = 12 marks) 

Section D 

Answer any four questions. 

Each question carries 6 marks. 

23. A coin is tossed until a head appears. What is the expectation of the number of tosses required ? 
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24. X1  and X2  have a bivariate distribution given by p (x1, x2) = 
x1 +  3x2  .

+4 	where (x1, x2 ) = (1, 1), (1, 2), - 

(2, 1), (2, 2). Find the conditional mean and conditional variance of X1  given X2  = 2. 

25. Let the random variable X assumes the value 'x' with the probability law P (X = x) = qx-  1p ; 

x =1, 2, 3 	and q =1- p. Find the m.g.f, of X and hence find its mean and variance. 

26. The mean and variance of a binomial distribution are 
8 - and 16  

—. Find (i) P (X = 1) and 3 	9 

(ii) P (X 1). 

27. Assuming that the height of students is distributed as N (µ, G2 ). Out of a large number of students, 

5% are under 72 inches and 10% are below 60 inches. Find the values ofµ and a . 

28. Examine whether the weak law of large numbers holds {Xk  } of independent random variables 

defined as follows : 

P [Xk  = ± 2k  1 = 2-(2k 4- 1)  and P [Xk = 0] = 1  _ 2-2k.  

(4 x 6 = 24 marks) 

Section E 

Answer any two questions. 
Each question carries 10 marks. 

29. Let X and Y be two random variables, prove that : 

(i) E (X) = E {E (XI Y)} and 

(ii) V (X) = E {V (XI Y)} + V {E (XI Y)}. 

30. State and prove the recurrence relation for central moments for a binomial distribution. 

31. Derive the m.g.f. of a normal distribution with parameters IA and a2  . 

32. State and prove the Chebychev's inequality. 

(2 x 10 = 20 marks) 
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